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Abstract
In this paper, I present Internet-NLP a new
control-flow wrapper abstraction to enable the
utilization of data from the internet (or a
knowledge-database when offline) for existing
context-needing Natural Lnaguage Processing
(NLP) models to function without any given
context. Internet-NLP can be used, finetuned
alongside existing NLP models via its config
settings and additionally its Long Short Term
Memory neural network (LSTM neural net-
work) can also be trained. Additionally incor-
porations of Masked Language Models (MLM)
such as BERT, or LinkBERT (??) can be uti-
lized to improve search queries, and therfore
retrieve more accurate and reliable data. Futher-
more, Internet-NLP utilizes a LSTM, Rein-
forcement Learning and caches to allow for
multi-turn NLP tasks, and improvement via Re-
inforcement Learning from user.

Additionally in this paper, I also present new
NLP and Natural Language Inference (NLI)
models to assist Internet-NLP:

• Open-book question and long answer
(QA) via GPT-NeoX-20b (??)

• CrossEncoder NLI via LinkBERT (???)
• Answer to context NLP via T5 (?)

Along with these models, I also present new
general purpose QA and NLI datasets:

• ALotNLI made from ANLI, MultiNLI,
and SNLI (???)

• ALotOpenBookQA made from CoQA,
Natural Questions, and SQuAD (???)

As a result of these models, datasets, and
Internet-NLP, the accuracy and reliability of
most context-needing NLP models on most
NLP tasks, especially tasks that require more
factual responses with no given context in-
creased.

Internet-NLP and the new NLP and NLI
models, which were trained on the general-
purpose datasets (ALotNLI, and ALotOpen-
BookQA). Internet-NLP, by default utilizes an

Text-Generative model GPT-NeoX (??) for
long responses and LinkBERT (?) for short re-
sponses. For 2 choices (for ex: True and False)
Bi-Encoder NLI has been used and for multiple
choices CrossEncoder will be used (?).

Internet-NLP, in layperson terms, provides the
context for context-needing NLP models to
let them function. Internet-NLP can be im-
proved via finetuning, and training of LSTM
and Reinforcement Learning model (which can
be trained alongside the NLP model), which
enables for better search queries, and sub-
sequently results. It obtains state-of-the-art
(SOTA) results in QA and NLI without con-
text.

Internet-NLP is a subset of a larger package,
Internet-ML and is open-source. 1. Old ver-
sions of Internet-NLP is also publicly available.
2.

1 Introduction

There are currently two main solutions for utilizing
NLP tasks with no context provided:

1. Large Pre-Trained Text-Generation and
Text2Text-Generation Model

• Pre-trained Text-generation models, like GPT-
NeoX, GPT-3, and etc. (???) can be trained
for open-domain question-answering closed-
book language model tasks (ODQA LM) (?).
When used in ODQA tasks, they achieve
SOTA results in such tasks, have high accu-
racy and are fast but are much larger in size
than open-book (context-needing) language
models.

• Additionally Pre-trained Text2Text-
generation models, like T5 (?) that

1Internet-NLP, subset of Internet-ML is public, and
open-source: https://github.com/thamognya/
internet_ml

2Old Versions of Internet-NLP is public: https://
pypi.org/project/internet-nlp/
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Figure 1: This is an illustration of the architecture of
GPT-2 and GPT-3, a popular Text-Generation model
(??).

Figure 2: This is an illustration of the architecture of
T5, a popular Text2Text-Generation model (?).
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Figure 3: This is an illustration of how LMs with a
knowledge base and artifact retriver work (?).

have open-domain question-answering closed-
book (no context) language models (ODQA
LM) capabilities (?). These closed-book
QDQA LMs are comparatively state-of-the-
art performance in many no-context NLP
tasks, mainly question-answering. Text2Text-
generation models for such no-context NLP
tasks are usually large, slow, and have a low
accuracy (?).

• Example: T5 (?)
• Illustration of how ODQA LM work: ??

2. Large Knowledge Database with a Contex-
Needing Language Model

• Large Knowledge base with an pre-trained
open-book LM and retriever, provides an com-
paratively higher performance, accuracy and

the model itself is small. These models how-
ever require — usually — a large knowledge
base which makes the overall solution large,
but still fast and with more accuracy on the
field the knowledge base specalizes in.

• Example: LinkBERT (?) with an artifact re-
triver (?) with a knowledge base such as DB-
pedia or WikiData (??)

• Illustration of how LMs with a knowledge
base and artifact retriver work: ??

Solution ?? and ?? achieve the same end goal of
NLP tasks without context via two different meth-
ods; these current solutions restrict NLP tasks and
accuracy without context, especially for more open-
domain tasks. The major limitation in this case
would be accuracy, efficency and size of models
and their knowledge base which then limit the use
cases of closed-book open-domain NLP tasks.

In this paper, I propose Internet-NLP, an direct
improvement to solution ?? which allows NLP
models to not require a large knowledge base (al-
tough you can configure Internet-NLP to utilize
a knowledge base) that incoproates the internet’s
vast knowledge along utilizing data in hyperlinks
in webpages (?) to create a more resource-filled
data for our existing or future context-needing pre-
trained model to use for NLP tasks. Internet-NLP
encompasses pre-trained NLP and NLI models,
along with its web-data-scraper creates an small
temporary on-basis data and a cache for NLP tasks
to be performed without given context.

Utilizing the vast data on the internet, graph of
documents as corpus (?) allows us to enable to
reduce our solution size, increase efficency and
increase accuracy. Additionally unlike usage of
static data, Internet-NLP utilizes the dynamic, and
frequent updating data of the internet which enables
us to utilize any type of NLP model along with
NLI models to allow us to follow a sequence of
control flow to get the context for context-needing
models. This approach utilizes a combination of
data-collection (?) for NLPs with context-needing
open-domain NLP to gain more accurate results in
most no-context NLP tasks.

Additionally Internet-NLP’s Text2Text-
generation search query model: T5 (?) and LSTM
noun remembrance using parts of speech tagging
(?) on ALotClosedBookQA with it improving
search queries based on the difference on answer
recieved and the answer from datasets, using parts
of speech tagging on answers (?).
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[Tidal Basin, Washington D.C.]
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reservoir located between the 
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Washington Channel in 
Washington, D.C. It is part of 
West Potomac Park, is near the 
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Franklin Delano Roosevelt 
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Festival] ... It is a spring 
celebration commemorating the 
March 27, 1912, gift of Japanese 
cherry trees from Mayor of 
Tokyo City Yukio Ozaki to the city 
of Washington, D.C. Mayor Ozaki 
gifted the trees to enhance the 
growing friendship between the 
United States and Japan. ... Of 
the initial gift of 12 varieties of 
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(70% of total) and Kwanzan 
Cherry (13% of total) now 
dominate. ...
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Figure 4: This is an illustration of example of how
LinkBERT utilizes hyperlinks to make a graph corpus
(?).
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Figure 5: This is an illustration of example of how
LinkBERT makes a graph corpus (?).

2 Related Work

2.1 Internet-NLP
2.1.1 NLP Models with Knowledge Base and

Retriver
These approaches are one the two most popular
current solution for NLP tasks to be done without
context. It utilizes an knowledge base, a retriever
for this data and a LM depending on the use case
for example (this list is not extensive):

• question answering: LinkBERT or T5 (??)

• NLI: CrossEncoder models BERT or DeBERTa
(???)

This allows for no-context NLP applications (es-
pecially question and answering) to function with-
out any context given, due to knowledge base and
retriver providing the context. An representation of
this is shown in illustration ?? (?).

2.2 Internet-NLP’s NLP models
2.2.1 LinkBERT
LinkBERT is a NLP model that is a pre-trained
BERT (?) model that is trained on a graph-based
corpus of documents from not only documents
but also the hyperlinks in documents. It utilizes

Figure 6: This is an illustration of how NLI using Cross-
Encoders vs Bi-Encoder work like (?).

a "fusion of graph-based and language-based self-
supervised learning" (?). It gains better perfor-
mance on graph-based data corpus than other pre-
trained NLP models due to it being trained with
utilizing graph-based self-supervised learning.

These are illustrations that explain LinkBERT’s
graph-based and language-based fusion:

• This illustration shows how hyperlinks can con-
tain crucial information: ??.

• This illustration shows how LinkBERT (?)
makes a graph from links: ??.

For training the Internet-NLP and LM for
Text2Text-generation for question answering
would be utilizing the fusion of graph-based and
language-based learning LinkBERT revolutionized
(?).

2.3 Internet-NLP’s NLI models
2.3.1 Cross-Encoder NLI Models
NLI compares two sentences to given an output of
entailment (true), neutral or contradiction (false).

Utilizing Cross-Encoder for NLI applications
that allow for the utilization of Cross-Encoder (an
illustration of Cross-Encoders ??) where two sen-
tence are passed simultaneously, and then utilizing
a classifier to get the output of 0 to 1 which goes
from contradiction to entailment (??).

3 Preliminaries

The preliminaries listed are NLP tasks Internet-
NLP benefits from the access to internet listed:

3.1 Question Answering
The tasks of training an NLP model to utilize ques-
tion, and context (or in the case of ODQA closed-
book LM just question) to create a logical answer.



The current most popular would be context-needing
question answering models, where in the answer is
provided in the context. These models utilize read-
ing comprehension to utilize the context to make
an answer based on the question (?).

Closed-book QDQA LM are a type of question-
answering model where there is no context pro-
vided, and these are usually the hardest variant to
train, and results in large sizes, low efficency, and
low accuracy. Thsese models can only be asked
context-independent questions such as facts (?).

The alternative to ODQA LM would be utiliz-
ing a knowledge base and retriver for getting the
required context from a knowledge base and then
utilizing an context-needing question-answering
NLP model which would be known as open-book
question-answering model (?). This however re-
quire knowledge base which would be static and
hence would not contain the latest information; ad-
ditionally requires a large database and hence the
however solution is also large.

In this publication, Internet-NLP applies ques-
tion answering open-book LM with the constraint
of not utilizing a knowledge base and keeping the
overall solution size to be low, high efficency and
high accuracy with the ability to also being asked
context-dependent (by giving the optional con-
text) and context-independent questions. Internet-
NLP utilizes the internet to replace the knowledge
base, utilize a retriver to get the required informa-
tion from the internet data and then an open-book
Text2Text-generation model to create an answer
from the information, question and any extra con-
text given.

3.2 Natural Language Inference
NLI models require a premise (similar to context)
and hypothesis (an preidiction) to give one of the
following: entailment (hypothesis is correct based
on premise), neutral (hypothesis is neither correct
nor wrong based on premise) and contradiction
(hypothesis is wrong based on premise).

Current no-premise NLI models utilizes a knowl-
edge base to reproduce the premise via a retriver
and then utilize an NLI model to then given output.

In this publication, Internet-NLP produces the
premise based on the hypothesis by converting the
hypothesis into an search query (via an Text2Text-
generation LM) which will then be scraped for
results and then be indivisually compared to the
hypothesis to to only select ones that have either

x1 ← 0
y1 ← 0

x2 ← ϕ(x1, x3)
y2 ← ϕ(y1, y3)
(x2 < 10)?

y3 ← y2 + x2
x3 ← x2 + 1

print(y2)

Figure 7: This is an illustration of how Internet-NLP’s
control flow works.

contradiction or entailment to then give an ouput
on wether its an entailment or contradiction. This
allows for hypothesis to be checked if they are
either correct or wrong without an large knowledge
base or model.

4 Internet-NLP

This publication will introduce Internet-NLP and
its control flow for allowing NLPs to connect to
internet, which will replace traditional knowledge
bases with the resources on the internet.

In the control flow diagram ??, it shows how
Internet-NLP gains its data for NLP tasks and also
makes sure that the data scraped is accurate and
not offensive for the NLP task it is being asked
to do; Internet-NLP does this by utilizing several
different NLP and NLI models in combination to
enable this data collection system. This allows
other NLP models to utilize the data to allow for
other NLP tasks that was requested.

Internet-NLP’s control flow diagram ?? will be
explained in the following subsections.

4.1 NLP Tasks Applicable
Internet-NLP currently allow for the following
NLP tasks without context:

• Question Answering

• Zero-Shot Classification

• Natural Language Inference



• Text2Text Generation

• Conversational (this still in beta and does not
completely work)

4.2 Disclaimers
4.2.1 Types of English
Internet-NLP at this point of time can only fully
understand "formal" English (?). Additionally id-
ioms, similes, and other figures of speech are not
understood by Internet-NLP or it’s models.

4.2.2 Output of Internet-NLP
The accuracy of the output of Internet-NLP de-
pends on the data it scrapes which may not be com-
pletely accurate (which the chances are minimized
to an extent with utilizing mutliple resources) and
may contain profanity or abrasive language which
may or may not affect the output.

4.3 Common Components of Internet-NLP’s
Process

4.3.1 Answer To Question
Text2Text-generator

4.3.2 Search Queries Text2Text-generator
The search query generator that enables convert-
ing questions into viable search queries utilizes
a fastT5 model (?). It is trained on reddit and
quora questions (that are non-mathematical i.e does
not require logical computation) and then passed
through an parts of speech tagging model and
normalizer wherein the question is optimized for
search engines by removing specific details and
punctuation (?).

The reason for utilizing fastT5 models rather
than the parts of speech tagging model comes down
due to efficency issues as fastT5 outperforms the
parts of speech tagging model (??).

4.3.3 Data Collection
4.4 Question Answering
4.4.1 Answer to Question Text2Text-generator
In the case of question answering without context,
Internet-NLP only needs one of following:

• Question

– In this case Internet-NLP passes the ques-
tion through the Search Query Text2Text-
generator ?? wherein an output of a opti-
mized search question for search engine
is returned. This optimized question will
be used for data collection ??.

• Answer

– In this case the Answer to Question
Text2Text-generator ??. After which it
follows the same process of question op-
timization explained above in Question
case ??.

4.4.2 Natural Language Inference Without
Premise


